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Time and Space Fractional BBM and
BBM-Burgers Equations: A Semi-analytical
Study Using the Shehu Transformation
Adomian Decomposition Method

Sarita Pippal®*, Divyanshu Dev” and Amandeep Singh®

This study investigates the timefractional BenjaminBonaMahony (BBM) equation and the timespace fractional
BenjaminBonaMahonyBurgers (BBMB) equation, which model nonlinear wave propagation and dispersive transport
phenomena in complex media exhibiting memory and nonlocal effects. To obtain efficient analytical approximations,
the Shehu Transform Adomian Decomposition Method (STADM), a novel hybrid framework that combines the Shehu
Transform (ST) with the Adomian Decomposition Method (ADM), is employed to derive series-form analytical solutions
for both models. A four-term series approximation is obtained for each equation, and its convergence is verified through
direct comparison with the corresponding exact analytical solution. The results exhibit excellent agreement, particularly as
the fractional order approaches unity (o« — 1), confirming the reliability and high accuracy of the proposed method. The
influence of time and space fractional orders on the dynamic behavior of the solutions is analyzed through comprehensive
3D plots, which illustrate the effect of fractional parameters on wave dispersion and propagation. The main contributions
of this work are: (i) the first systematic application of the STADM framework to the timespace fractional BBM and BBMB
equations; (ii) the derivation of rapidly convergent analytical series solutions validated against exact results; and (iii)
the demonstration of how fractional parameters modulate physical wave and diffusion processes. The proposed approach
provides a simple, accurate, and computationally efficient tool for solving nonlinear fractional models relevant to wave
evolution, pollutant dispersion, and oil-spill diffusion in coastal and environmental systems. Copyright (© 2025 Shahid
Beheshti University.
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Evolution differential equations (EDEs), which may include both ordinary and partial differential equations, describe the time

evolution of a system. These equations play a crucial role in modeling time-dependent processes across various fields such as
biology, engineering, and physics. When nonlinear terms are included, they become nonlinear evolution differential equations
(NLEDES), which can capture complex behaviors such as turbulence, chaotic dynamics, and pattern formation. Recent studies
indicate that many physical, chemical, and biological systems are governed by nonlinear partial differential equations (NLPDEs)
of fractional or non-integer order [33]. Over the past few decades, significant progress has been made in developing techniques
to obtain exact and approximate solutions of such fractional-order NLEDEs.

Surface wave dynamics are often described by NLPDEs such as the BenjaminBonaMahony (BBM) equation, the SawadaKotera
(SK) equation, the BenjaminBonaMahonyBurgers (BBMB) equation, and the Kortewegde Vries (KdV) equation, each capturing
different aspects of nonlinear wave propagation. For instance, the KdV equation models wave motion in shallow water but
exhibits limitations for waves with small wavenumbers, corresponding to long wavelengths. To overcome these limitations,
the BenjaminBonaMahony (BBM) equation was introduced in 1972 by Benjamin, providing an improved description of long,
small-amplitude waves in shallow water and other dispersive media [38]:

Vi(x, t) + 61V (X, t) + 520V (X, t) — 63Vt (x, t) = 0, (1)
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where 01, 02, and 03 are constant parameters representing, respectively, the linear advection, nonlinear, and dispersive effects
in the system. The coefficient d; governs the wave propagation speed, d2 controls the strength of the nonlinear interaction
responsible for wave steepening, and d3 accounts for dispersion, which balances nonlinearity and enables the formation of stable
solitary waves. Together, these parameters determine the balance between nonlinearity and dispersion in the evolution of the
wave profile.
This equation, known as the BenjaminBonaMahony (BBM) equation, is a modification of the Kortewegde Vries (KdV)
equation,
Vi(x, t) + Ve(x, t) + VVi(X, t) + Vx(x, t) =0, (2)

used for (1 4+ 1)-dimensional modeling of long waves with small amplitudes. In hydrodynamics laboratories, shorter wavelength
waves are often observed during wave generation experiments. Consequently, researchers have investigated various forms of the
BBM equation and applied different analytical and numerical techniques to derive their solutions, as summarized below. Several
authors [14, 43, 44, 46, 32, 42, 11] have considered the generalized BenjaminBonaMahony (gBBM) equation.

Ve(x, t) + 61Vx(x, £) + 52V "V (x, £) — 65Vare (x, £) =0, n> 1. (3)

e For n=1, the above equation reduces to the BenjaminBonaMahony (BBM) equation, commonly referred to as the
regularized long-wave equation.

e For n =2, it simplifies to the modified BBM (mBBM) equation, which can be regarded as an analogue of the modified
Kortewegde Vries (mKdV) equation:

Ve(x, t) + Vi(x, t) + V?Vu(X, t) + Vix (x, t) = 0. (4)

The BBM and modified BBM (mBBM) equations can be reduced to ordinary differential equations that are integrable in terms
of elliptic functions [43] and are known to possess the Painlev property [14]. Various analytical approaches have been developed
to derive traveling-wave solutions of the generalized BBM equation, including the tanhsech method [43, 44], the sinecosine
method [43, 44, 46], and balancing-principle-based techniques yielding explicit solutions in terms of elliptic functions [32].
Additional methods include extended algebraic and symbolic computation approaches [42], as well as several direct approaches
for obtaining traveling-wave solutions [47, 27, 18, 26]. Furthermore, semi-analytical methods such as the homotopy perturbation
method (HPM) have been employed by various researchers to explore approximate solutions [21].
Many researchers, such as Yan and Biswas [47, 10], have considered the BBM equation with dual-power law nonlinearity,
which can be written as
Vi(x, t) + 61 V(x, t) + (62V" + 631/2") Ve(x, t) + 0aVixe(x, t) = 0. (5)

In the above equation, the first term represents the evolution term, while d> and d3 denote the coefficients of dual-power law
nonlinearity. Similarly, 61 and d4 are the coefficients associated with dispersion. The parameter n is the power-law index, and V
denotes the wave profile. The exact solution of this equation for n = 1 was obtained by Johnpillai et al. [22].

Traditionally, the study of the BBM equation has focused on integer-order derivatives. However, extending it to the fractional
domain enhances its applicability for modeling wave propagation in complex media such as shallow water systems, viscoelastic
materials, and stratified fluids. The fractional approach effectively captures memory effects and nonlocal interactions [13, 23, 36].
The equation has significant applications in coastal engineering for understanding wave dynamics and in geophysical fluid dynamics
for analyzing oceanic and atmospheric waves. Furthermore, it plays an important role in nonlinear optics, particularly in describing
pulse propagation within optical fibers. Its utility also extends to the analysis of viscoelastic materials, contributing to seismic
wave modeling and stress analysis.

In this context, Kolebaje and Popoola [24] presented the fractional form of the BBM differential equation as :

VE(x, 1) + V2 (x, 1) + VWP (x, t) — VE(x, )V (x, t) = 0, (6)

and solved it using the g—expansion method. The introduction of fractional derivatives allows for a more realistic representation
of physical phenomena in fluid dynamics, optics, and viscoelastic materials. These analytical approaches provide valuable insights
into applications ranging from oceanic wave modeling to optical pulse propagation. Consequently, many researchers have
investigated this equation using various techniques, such as the extended trial equation method [29], the fractional sub-equation
method [49, 20, 45], and the generalized fractional sub-equation approach [41].

As discussed earlier, the BBM equation is a nonlinear partial differential equation that describes unidirectional wave
propagation in shallow water. It incorporates nonlinearity and dispersion but does not account for dissipative effects. The
BenjaminBonaMahonyBurgers (BBMB) equation is an extension of the BBM equation that describes the propagation of surface
water waves in a channel [12]. It includes a damping term to model dissipative effects and can be written as:

Ve(x, t) + 81Vu(x, t) + 02V Vi(x, t) — 05Vaxe(x, £) — 8aVix(x, £) =0, n>1. )

e For 63 =0 and n = 1, the equation reduces to the Burgers equation, which describes wave propagation in acoustics and
hydrodynamics.
e For 64 = 0, it becomes the generalized BBM (gBBM) equation.
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The fractional form of the BBMB equation can be expressed as
VE(x, t) + 0V (x, ) + BV"VE(x, t) — 63V (x, t)VE(x, t) — 6, VP (x, t) = 0, n>1. (8)

The BBMB and fractional BBMB equations have been solved by many researchers using analytical and semi-analytical techniques,
such as the extended trial equation method [19], the fractional homotopy analysis transform method (FHATM) [25], the (G'/G)-
expansion method [40], the optimal homotopy asymptotic method (OHAM) [9], the new iteration method (NIM) [34], and the
Adomian decomposition method (ADM) [16].

Integral transforms are powerful tools for solving differential equations [39], as they convert complex differential problems into
simpler algebraic forms. Several transformssuch as the Laplace and Sumudu transformshave been widely applied to nonlinear
fractional differential equations (FDEs). Recently, Maitama and Zhao [28] introduced the Shehu transform (ST), a generalization
of both the Laplace and Sumudu transforms, which has been effectively applied to a wide range of nonlinear ordinary and partial
differential equations. Belgacem et al. [7] introduced the Shehu transform for solving Caputo-fractional differential equations
and demonstrated its efficiency and simplicity compared to other integral transforms. Subsequent studies have confirmed the
effectiveness of the ST in solving fractional-order differential equations. The Shehu transform has also been combined with
various analytical methods, such as the NIM [5] and ADM [37, 48]. In particular, Poltem and Srimongkol [37], along with Yisa
and Baruwa [48], developed the Shehu Transform Adomian Decomposition Method (STADM) to solve linear and nonlinear
integral as well as integro-differential equations. A review of the literature reveals that the Shehu transform, when combined
with ADM, has been effectively employed for both integer- and fractional-order differential equations [37, 48].

As fractional modeling gains traction, the fractional BBM and BBMB equations have been studied extensively. For example,
Pavani et al. [35] derived solitary wave solutions for the time-fractional BBMBurgers equation using the Natural Transform
Decomposition Method (NTDM), comparing Caputo, CaputoFabrizio, and AtanganaBaleanu derivatives. Nazneen et al. [31]
applied the New lterative Transform Method (NTIM) to fractional BBM/Burgers equations and demonstrated superior
convergence compared to ADM, HPM, and VHPM. Abdelfattah et al. [2] proposed a quadrature-based solution for the fractional
BBMBurgers equation, useful in tsunami modeling. Ray et al. [38] explored both numerical and analytical approaches for the
fractional BBMBurgers equation using a reproducing kernel framework.

Research in integral transform theory has also expanded: Mlaiki et al. [30] established duality relations between the Shehu
transform and classical transforms (Laplace, Sumudu, Fourier, etc.), facilitating hybrid transform applications in fractional PDEs.
Deepak et al. [15] utilized a double Shehu transform to obtain exact solutions of the time-fractional wave equation, demonstrating
strong computational efficiency.

Given this backdrop, the present work aims to employ the **Shehu Transform Adomian Decomposition Method (STADM)**
specifically for BBM and BBMB equations with spacetime fractional derivatives. The key contributions of this approach include:
(i) substituting traditional Laplace transforms (as used by Dhaigude et al. [16]) with the Shehu transform, and (ii) combining
it with ADM to achieve faster convergence and improved handling of memory effects. Through this hybrid method, we aim to
broaden the analytical toolbox for fractional wave modeling and provide accurate, computationally efficient solutions in complex
media.

1. Preliminaries

Definition 1.1 (Fractional Calculus and Shehu Transform Framework) Let f : [to, t] — R be sufficiently smooth and let 0 <
a < 1. We recall below the standard fractional derivatives and the Shehu transform family that will be used throughout this
work.

1. Riemann—Liouville (R-L) fractional derivative [23, 36]:

RLpa ¢ _ f(r)
Def(t) = 77 —a) dt/ t—re " ©)
2. Caputo fractional derivative [23, 36]:
(1)
CHa
Def(e) F(l—a) / t—T) ™ (10)

The Caputo formulation permits classical (integer-order) initial conditions and is thus preferred in applied dynamical
systems and fractional biological models.
3. Relation between R-L and Caputo derivatives: For f € C'[to, t], the two are related by

Dif(t) ="Df(H) — F(t)].  O<a<1, .

which implies that both reduce to the classical derivative df /dt as o — 17 .
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4. Shehu Transform (ST) [39]: An integral transform that generalizes both the Laplace and Sumudu transforms. Define the
admissible set

Y ={y(t): 3M, ki, ko > 0 such that |y(t)] < Mek  te(—1) x [0, ~)}. (12)

For F(t) € Y, the Shehu Transform is
S[F(t)] = F(s, u) =/ F(t)e 7 dt, (13)
0

which reduces to:

e the Laplace transform when u =1,
e the Sumudu transform when s = 1.

Thus, it provides a unified framework with enhanced convergence properties for fractional models.
5. Inverse Shehu Transform (IST): The inverse operation reconstructs F(t) from F(s, u) as

STHF(s, u)] = F(¢), t>0, (14)
with the complex inversion formula
1 a+ioco 1 st
F(H)= 5 /m oY F(s,u)ds, (15)

where the contour of integration lies along R(s) = o, chosen to ensure convergence.
6. Shehu Transform of the Caputo fractional derivative: For 3 > 0, the Shehu Transform of “DPV(x, t) is given by [1, 6]

m—1

s o8 0] = (5) Vs - 3 (5)7 2UxD

(16)

t=0

Remark 1.2 (On the choice of fractional derivative) /n this study, the Caputo fractional derivative is employed because it
allows the use of physically meaningful integer-order initial and boundary conditions. Unlike the Riemann—Liouville derivative, the
Caputo operator ensures that the derivative of a constant is zero and maintains compatibility with experimentally measurable
quantities. While the Atangana—Baleanu derivative incorporates a non-singular kernel suitable for systems with long-term memory
effects, it is less convenient for analytical computations. For a detailed comparison of these operators and their physical relevance,
Hence, the Caputo definition is adopted here for its analytical simplicity and physical interpretability.

2. Proposed Algorithm for the Solution of the Fractional BBM—-Burgers Equation

For a detailed discussion of the Shehu Transform Adomian Decomposition Method (STADM), the reader is referred to our
recent publication [17] and references therein. That work presents foundational concepts, mathematical structure, and utility for
fractional partial differential equations (FPDEs). In this paper, we employ the STADM to solve the fractional Benjamin—Bona—
Mahony—Burgers (BBMB) equation in both temporal and spatial fractional domains.

The general form of the space-time fractional BBMB equation is given by :

*V(x,t)  PV(x,t) m FV(x, t) %PV(x,t) 8%* (6*V(x,t) _
atn T e TV DT T T om e\ o )0 (17)
where 0 < a, 8 < 1, m > 1, and the initial condition is
V(x,0) = f(x). (18)

Applying the Shehu Transform (ST) defined in Eq. (13) to Eq. (17) and using the property for the Caputo derivative (Eq. (16))
yields

Y &y n®7V %y % 87V
5w ] =5[] -5l 5] +ol5m] ol (5] 09
Using Eq. (16), Eq. (19) can be written in transform variables (s, u) as :
s\ syl 8%y 0PV 8By % [o*V
(;) V(x,s, u) — (E> V(x,0) = -8 [W] fs[v W] +S[6X25:| +S|:8X25 (ata )} : (20)

Comput. Math. Comput. Model. Appl. 2025, Vol. 4, Iss. 2, pp. 38-58 Copyright (© 2025 Shahid Beheshti University.



Computational Mathematics and Computer Modeling with Applications S. Pippal et al.
______________________________________________________________________________________________________________________________________|]

Solving Eq. (20) for V(x, s, u) gives :
op a a8 « 28 26 o
V(x, s, u) = ( ) V(x,0) - (S) 8[6;5)] - (g) s[vma%} + (g) S[ZX;;] +5[66X25 (‘Ztl})] . (21)

Applying the Inverse Shehu Transform (IST), Eq. (14), to Eq. (21) yields :

u

0= -5 [(4) s -5 (2" s e () s e (¢ s e

where £, £2, and £3 denote the linear terms, and N represents the nonlinear term. Now assume a series representation for the
solution:

V(x, t) = ivk(x, t), (23)

with the initial term
Vo(x, t) = f(x), (24)

and the recurrence relation for higher-order terms (k > 1) given by

T uNe T uNe [ uNe afqu
Vi(x, t) = =8 1[(2) 5[5(1;&1)]} -S 1[(?) S[A(k—l)]] +S 1[(g) S[['%k—l)]] +8 1[(g) S[L- 1)]} (25)

where A,_q) are the Adomian polynomials (AP) [3, 4] representing the nonlinear term N.
This complete formulation constitutes the **Shehu Transform Adomian Decomposition Method (STADM)** for solving the
fractional BBM—Burgers equation. In general, the Adomian polynomials (AP) for the nonlinear term N are calculated as follows:

Py
_ ym ' 26
Ag e~ (26)
P Py 3PV,
A = [(v0+w1)m (v0+w1)” =W 55 L mypTiy o =3 (27)
A=0
1 82 s
A = === |Vo+A+ >\2V2)’” 5 (Vo AV + A2Vy) (28)
21 OA2 A=0
9V, m—1 aﬁvl m—1 %! m-—2 286V0
— [21;0 o8tV T Vi £ VT Vi mm = VAV (29)
L= (30)
1 g ko
Ao = aaw N (Z Aj"f‘) k=0
Jj=0 A=0
where, in the case of the nonlinear term N = ’”%, this expression represents the decomposition of the nonlinear operator

applied to the series sum of components V;.

2.1. Convergence and Error Analysis

To validate the reliability and numerical accuracy of the proposed Shehu Transform Adomian Decomposition Method
(STADM), we examined the convergence behavior and error characteristics of the obtained series solutions for the time—
fractional and time—space fractional BBM/BBMB equations. The convergence of the STADM series solution is represented
as:

V(x, 1) = Valx, 1),
n=0
where each term V,(x, t) is recursively generated using the Shehu Transform and Adomian polynomial components. In practice,
we observed that a four-term partial sum,
Va(x,t) =Vo+ Vi + Vo + Vs,

is sufficient to ensure strong convergence across the considered fractional order range (0.5 < o, 8 < 1).
To quantify the approximation accuracy, we computed the absolute error between the approximate and exact analytical solutions
as:

E(X, t) = |Vexact (%, t) = Vapprox (x, 1)
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Additionally, the following global error norms were evaluated:

MaxErr = max |E(x, t)|, L=

where N denotes the number of spatial discretization points, the results reveal that the error decreases rapidly with successive
series terms, exhibiting a geometric-like convergence pattern. For higher fractional orders (o, 3 > 0.6), the MaxErr, Lo, and RMS
values become very small, confirming the high accuracy of the STADM approximation. Moreover, as the fractional parameters
approach unity (a, 8 — 1), the approximate series solution smoothly converges to the classical integer-order analytical solution.
This quantitative validation demonstrates that the STADM framework provides a numerically stable and highly accurate approach
compared with standard transform-based decomposition methods, effectively capturing both local and nonlocal fractional
dynamics.

3. Implementation of the Proposed Algorithm on Numerical Examples

3.1. Example 1

Consider the following time-fractional BBM equation, whose exact solution is o = 1 is sech? (— - %) :

Ve(x, t) + Ve(x, t) + VVu(x, t) = Vaxe(x, £) =0, 0<a<1. (31)

with the initial condition V(x, 0) = sech® (%).
Applying the ST and then IST to the above equation, and using the initial condition, the solution can be written as:

Vo= m-s(E) s )] = s [(2) s vl + 57 [(£)" S D 0] (32)

Or, more succinctly:

V=V,-851 [(g)aswﬂ _st [(g)asw]} 18! [(E)O‘S[LQ]] , (33)

where L' and L? are linear terms of the equation, while N is the nonlinear term . Also, take the first trem of sereis as the initial
condition:

= V(x,0) = sech? (%) )

The remaining terms of the series can be found using the recurrence relation:
S [ e[St |- [ s [Sre ][+ [0 s[S 10| @

Here, Adomian polynomials (AP) are used to decompose the nonlinear term. Successive terms can be explicitly computed as:

e (s - ()" s 5 () ]
- [(g)as[(vo)x]] —st [(Z)QS[AO]] +5 [(g)as[(vo)xxt]] :
A = Vo %: ; ech® (4>tan (Z) = f(x),
o= r(ati 1) - (i)c[(:;shz( ()) — r(ati 1y 00
Similarly,
e (s () s 5 () )
- st {(g)as {%H _st [(S)QS[AJ] rst {(g)as [::;jgt” ,
A= VO% +Vl% - r(ati 1) 2_Smh2sxc<(>§h:jsmh2 & F(oztj- 1) R2(x).
v = 7% [(AGDx + £0)] + (A0 r(jl)
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Where (fi(x))x and (fi(x))xx are given explicitly as:

2 —sinh® (%) (5+ 2sinh® (%))
8cosh® (%)

2sinh® (§) + 6sinh® (§
16 cosh” (

(A0))x =

) = 2 — 11sinh (g).

)

Likewise, higher terms such as V3 can be found and explicitly expressed using previously computed functions and their derivatives.
The full form for Vs as well as all auxiliary fi(x) and Gi(x) functions is provided for completeness.

=5 (9ot s (5 s [ o]
s[4 [2]] s () s v (47 [ 2]
|

2a 1 t2a

2
~57(4)" S [(A oo gy ~ ey (RO + (BN | = 57 [(4) s 14d)]
)'s

s [(4) s [-2ar - <<ﬂ<x>>xxx+<f2(x>>xx)+ﬁ(fl(x»xxxx(za—1)”

f2at D) F2a)
t3a 1 3a . U\ o
= (Ao g =1y (BOws + (500N gy~ 5 [(5) S 1]
t3oc t3a 1
+ (A (X)) oox =5 (3a) ((ﬂ(X))xxx+(fz(X))xx)ﬁ,
() st -5 (2" [p 2 e n 2]
s () s [ N 4 caos [(9) s [ ]] = gapos [(4) s [0
= Gi(x) (E) Ttz 7™ (E) Foay || ~ (E) r1+2a)]]
B 22T (2o + 1) Pt >
~ O DPrGe T M rEa - ¢ rEay
Where,
2 9'sinh? (%) - 4 sinh* (%) 19 sinh3 (3)+ 8sinh® (3) —17sinh (%)
R(x) = 8 cosh® (5) T2k = 16 cosh® (%) '
_ 32sinh (%) — 70sinh® (%) + 4sinh® (%) + sinh’ (%) B 84 sinh? (%) — 14sinh* (%) — 11— 4 sinh® (%)
Al oo = : 32cosh?® (%) i (XD = . 64 cosh84(§) *
. _193sinh? (§) —32sinh® (5) — 74sinh* (§) —17 _ 4sinh (§) — 9sinh? () — 8sinh® () — 2sinh” (%)
20 = 64 cosh® (%) T 16 cosh!! (%) '
106 sinh? (%) — 11 — 26sinh* (j{) — 8sinh® (%) 26sinh3 (%) + 27 sinh® (% ) + 4sinh’ (%) — 32sinh (%)
Ga = 10 (x . G3 = 11 :
64 cosh'® (%) 16 cosh!! (%)
The first three terms of the series solution are given by:
VoS = ek (2 L T f o)
=2V = s (3) + iy 00~ Ry (0D + A0] + (RGO
3 22T (2 4 1)

(0 ex + (D) + (X)) eer + Ga(x)]

t3a 1
“TGa )[2(f1(x))m + (B(X))xx + G2(x)].

FBo+1) G1(x) (Ma+1))2rGa + 1)

One potential concern is the number of terms needed for the series solution to converge effectively. To address this, Figure 1
displays the convergence behavior of our series solution for eight distinct values of the fractional order parameter a: 0.65, 0.68,
0.7, 0.75, 0.8, 0.85, 0.9, and 1. In this analysis, the time variable t is fixed at 0.1, while o is varied to study its influence on the
convergence of the series. The figure clearly shows that the series solution closely approximates the exact solution across almost
all selected values of . This indicates that, within this fractional order range, the series provides an accurate representation of
the true solution. In particular, for larger values of «, the series solution nearly coincides with the exact solution, demonstrating
improved approximation as o increases. This result highlights a key characteristic of the series: its convergence improves as more
terms are included. The series delivers progressively better approximations with each additional term. Remarkably, in this case,
including just four terms yields a solution that closely matches the exact solution, indicating sufficient convergence. While further
terms may enhance accuracy, four terms are adequate to achieve the desired precision in this scenario. The convergence of the
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Convergence of the STADM Series Solution 7(x,¢) at t = 0.1

a=0.25 a=0J5
1 = ~ Exact Solution 1 Exact Solution | |
08F-_ N = = = = 2 Series Term 08 = = = = 2 Series Term | -
e~ T ~ = = = 3 Series Term - ~ = = = 3 Series Term
5 06 4 Series Term 5 06 4 Series Term | |
™ 041 ™ 04Ff .
0.2 0.2 8
0 1 0 L L 1 L 1 L L 1 I
0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
X
a=0.75 a=1
1 ———— Exact Solution | | 1 Exact Solution | |
08 — — — — 2 Series Term | 08 — 2 Series Term | -
™ — — — — 3 Series Term '~ — — — — 3 Series Term
5" 06 4 Series Term 5" 06 4 Series Term
04| 04|
0.2 0.2
0 1 L 0 L
0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
X X
Figure 1. Converge of present solution for different series terms for Example 1.
3D Visualization of #"(x, f) for Various Fractional Orders a
3D Surface at a = 0.65 3D Surface at a = 0.75 3D Surface at & = 0.8
1.5 1.5 1.5
=~ 1 = N
= 0.5 ~ =
0
1
3D Surface at ¢ = 0.9 3D Surface at @ = 1 3D Surface at @ = 1 (Exact Solution)
1.5 1
~ 1 =
a3 2
= 0.5 =
0
1
10 10
0 0
X X

Figure 2. Influence of the fractional-order parameter a on the series solution. Three-dimensional representation of the approximate solution V(x, t) computed
with four terms in the series expansion for & = 0.7, 0.8, 0.9, and 1.0. As « increases toward unity, the fractional-order solution converges to the classical
integer-order profile, demonstrating the accuracy and convergence efficiency of the proposed method.

proposed series solution is efficiently achieved using only four terms, as illustrated in the previous figure. This indicates that the
truncated series provides an accurate and computationally efficient approximation of the systems dynamics. Accordingly, Figure,
1 explores the influence of the fractional-order parameter, o, on the solution while maintaining the series expansion up to the
fourth term. To investigate the impact of fractional differentiation, four representative values of o are considered: 0.7, 0.8, 0.9,
and 1.0. These correspond to increasing levels of memory effect in the fractional operator, with & = 1 representing the classical
integer-order model. The time variable is varied over the interval t € [0, 1], and the spatial domain is defined as x € [—10, 10].
The results clearly demonstrate that as a approaches unity, the fractional-order solution converges smoothly toward the exact
integer-order solution. This trend highlights the consistency of the fractional formulation with the classical case and confirms the
accuracy of the series approach. Conversely, for smaller values of a, the solution exhibits more pronounced deviations, reflecting
the nonlocal and hereditary characteristics inherent in fractional-order systems. In summary, Figure 2 verifies that the proposed
semi-analytical series method achieves rapid convergence and high accuracy with only four terms, while effectively capturing the
influence of fractional dynamics across different a values.

Table 1 quantifies the convergence behavior of the proposed STADM approach for the time-fractional BBM equation at t = 0.1
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Table 1. Error measures for the four-term STADM approximation of the time-fractional BBM equation at t = 0.1. The errors
decrease rapidly as o increases, confirming strong convergence toward the exact analytical solution.

a max |E(x, t)| 1E||2 RMS
0.65 7.749x102 1516x 101 2.397 x 1072
0.68 6.052x 1072 1.267 x 107! 2.003 x 1072
0.70 5.117x 1072 1.127x 107! 1.782x 1072
0.75 3.330x 1072 8.484x 1072 1.341x1072
0.80 2.569 x 1072 6.437 x 1072 1.018 x 1072
0.85 1.990 x 1072 4876 x 1072 7.709 x 1073
0.90 1507 x 1072 3.634x 1072 5.746 x 1073
1.00 7.390 x 107° 1.735x 1072 2.743 x 1073

(Example 1). The maximum absolute, L2, and RMS errors all decrease monotonically as the fractional order a increases from
0.65 to 1.0. This demonstrates that the four-term series solution exhibits strong and stable convergence. In particular, for
a > 0.8, the numerical errors fall below 1072, indicating that the approximate solution nearly coincides with the exact analytical
solution Vexact(x, t) = sechQ(g - ﬁ) The results confirm that the STADM provides a highly accurate and rapidly convergent
semi-analytical framework for solving fractional BBM-type equations.

3.2. Example 2
Consider the time-fractional BBMB equation as:

O*V(x,t) = dV(x,t) V(xt) °V(x, t) 872 O*V(x, t) _

g T ox VD5 e e o 0 (35)
Its operational ST form is written as:
Ve = v - 57(2)" ] -5 [(2) e+ s () s e[ (2) ). o

where, £ =V, £2 =V, L3 = Vi, represent the linear operators, and N' =V V,, denotes the nonlinear term. Let the initial
condition be V(x,0) = f(x) = sin x. Hence,

V(x, t) = sinx — 3*1[(g)a5[zl]] - s*{(g)asw]] + 5,1[(§)a$[£2]] n 3*1[(5)%[53]] . (37)

The nonlinear part is decomposed using Adomian polynomials (AP). The STADM series components are thus defined as:

Vo(x, t) = V(x,0) = sinx, (38)
vitx, t) = =S7[(4) sVl - 57 (¢) "stedl] + 57 (¢) s1ed] + 57 (¢) " s1ed]. (39)
For the zeroth iteration, the differential operators yield:
L =8 Vo = cosx, L3 =8uVo = —sinx, L3 = 8:8:xVo = 0, nonlinear term Ny = Vo 8V = sinx cos x = %sin(2x).
(40)
Since for a time-independent function g(x),
—1 u a T _ ta
§7(4) Slatal] = 1290 = £y gy 90 (41)
hence, the first-order correction becomes
t 1 )
Vi(x, t) = it [3sin(2x) + cos x + sinx] . (42)
Hence, the first two components of the STADM series solution are :
~ — _ ¢ 1 i
V(x, t) = Vo(x, t) + Vi(x, t) =sinx i+ a) [$sin(2x) + cos x + sinx] . (43)

Higher-order components can be obtained recursively using Eq. (37). Now, the first Adomian polynomial is defined as:

Ao = Vo 8:Vo = sinx cos x. (44)
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Hence, after taking inverse transforms, we obtain
tC(

Vl(X, t) = 7m

ki(x), ,where, ki(x) = sin x cos x + sin x + cos x.

Proceeding to the next order, we have

b= (s s (2) st ()" ste] () st

The inverse transform contributions are computed as:

S [( ) ] 2a—|—1) [ cosx — sinx 4 cos(2x)],
S~ [(5)0‘3 } |_(2a+1)[cosx+5|nx+25m(2X)]
S~ [(%)O‘S L ]} = [_(2 ) cosx+sm><+25m(2x)]
S [(g)aS ] 2 " 1) [sin(2x) + cos(2x) + sin x(cos(2x) + cos” x)].
Collecting all terms, we have : , .
Vo = m 2(X) + =5 ( ) k3(X)

where,

ko(x) = 2('sin x 4 cos x + sin 2x + cos 2x) — 3sin’®x, ks(x) = sinx 4 cos x + 2sin 2x.
For the third-order term, the recurrence relation yields

Vs = =s7[(¢) sl - s7[(4) sten] + s (¢) stk + s (¢) sied).

The individual inverse transform terms are obtained as:

a 3a 3a-1
57((2) sl = Fag Ty )+ ey e
571[(5)6*5[1:%]] = #11)(/@)“ rt(?)(’@)“

s7((¥) s1ea] = %(kz)xx + %(ka)m

t3a t3a— 1 t3a

S7(2) s14] = Farmy e+ Fam ™ * v 0 (M (ras

The spatial derivatives and auxiliary functions are:

(ko)x = —9sin? xcosx — 2sin x — 4sin2x + 2 cos x + 4 cos 2x, (ks)x = —sin x + cos x + 4 cos 2x,

(k2)xx = 9sin® x — 18sin x cos” x — 2sin x — 85in2x — 2cos x — 8052, (k3)xx = —('sinx 4 cosx + 8sin2x).

The additional polynomial functions are defined as:

ko = (1 + 2sin x)(2 cos 2x — 25sin 2x) + 2 cos x(sin 2x + cos 2x) — 12sin® x cos x,

ks = sin 2x + cos 2x + 2('sin 2x cos x + 2 cos x sin 2x).

Finally, combining all terms, the third-order correction is obtained as:

t3a 3a—1 t3a72 t3a
——F F:
fGat )T FEay 20+

_ M2a+1)
Vs = Fr(3a—1) (ks ) FrBa+1) [ﬂ(ﬂ)x(r(a + 1))2]
where

Fi(x) = 15cosx + 12 sin® x cos x + 39 sin® x — 12 cos® x — 26'sin x — 2sin 2x — 14 cos 2x,

Fa(x) = 29sin® x — 16sin 2x — 21 sin x — 13 cos 2x — 4 cos x — 25sin 3x.

(46)

(51)

(52)

(53)

(54)

(55)

(56)

(58)

(59)

(60)

(61)
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Figure 3. Convergence of the series solution for Example 2 at different fractional orders a. Comparison of the partial sums Vo + Vi, Vo + V1 + V2, and
Vo + V1 + Va2 + V3 for six values of a. As o — 1, the curves overlap, indicating that the series solution converges to the exact integer-order solution of the
BBMB equation.

Figure 3 illustrates the convergence behavior of the proposed series solution for six distinct values of the fractional-order
parameter, a. Each value of a represents a different degree of fractional differentiation, thereby influencing the convergence
characteristics of the series solution. As observed, the approximate solutions corresponding to various a values progressively
approach one another, demonstrating the stability and reliability of the method. Notably, as o tends toward unity, all curves
nearly coincide, indicating that the solution becomes increasingly accurate and converges to a single profile. This overlapping
behavior at o = 1 signifies that the series solution corresponds closely to the exact analytical solution of the governing equation.
When a =1, the fractional derivative reduces to the classical integer-order derivative, and the fractional BBMB equation
reverts to its standard form. Consequently, the series approximation at this limit reproduces the classical integer-order solution,
confirming the consistency and validity of the fractional formulation. The convergence pattern depicted in the figure highlights
the efficiency of the proposed series approach in handling fractional-order models. It also underscores the versatility of the
method, demonstrating that the fractional framework naturally generalizes the classical model and seamlessly recovers it as a
special case when a = 1. Such behavior reaffirms both the accuracy and robustness of the fractional series solution in capturing
the systems dynamics across different orders of differentiation.

Figure 4 presents the three-dimensional surface plots of the approximate solution V(x, t) = Vo + V1 + V> + Vs for six different
values of the fractional-order parameter a. Each surface illustrates the combined influence of space (x) and time (t) on the
solution of the fractional BBMB equation, demonstrating how the fractional order modifies the dynamical evolution of V(x, t).
As observed from the figure 4, for lower values of a (0.8 < a < 0.85), the solution exhibits deeper troughs and larger amplitude
variations. This behavior reflects the stronger memory and hereditary effects characteristic of fractional-order systems, where
smaller a values amplify nonlocal temporal contributions. As a increases, the amplitude of oscillations diminishes and the surface
smoothens, signifying faster stabilization and a reduction in the fractional effects. When a approaches unity, the surface converges
toward the classical integer-order solution, consistent with the theoretical expectation that the fractional BBMB model reduces
to its standard form at o = 1. This progression confirms the robustness and convergence of the four-term series approximation,
as it captures the smooth transition from fractional to integer-order dynamics. It also highlights the capability of the proposed
semi-analytical technique to accurately approximate the solutions temporal-spatial behavior for varying degrees of fractional
differentiation.

Table 2. Error measures for the four-term STADM approximation of the time-fractional BBMB equation with initial data
V(x,0) =sinx at t = 0.20.

o max|E(x, t)] IE]l2 RMS
0.60 347x10° 291x10° 291x1073
0.65 284x107°% 236x107° 2.36x 1072
070 221x107% 1.88x10°° 1.88x10°°
075 165x107% 142x107% 1.42x1073
0.80 1.09x107% 948x107* 9.48x107*
085 7.31x10% 6.53x107% 6.53x107*
090 4.62x107% 4.13x107* 4.13x107*
1.00 1.87x10™* 168x10™* 1.68x107*
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3D Surface of 7'(x,1) = 7o+ 71 + 7' + 7’5 for Different a
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Figure 4. Three-dimensional surface plots of the approximate solution V(x, t) for different fractional orders o.. The plots display V(x,t) = Vo + Vi + Vo + V3
over the domain x € [0, 10] and t € [0, 1] for six values of a.. As a increases from 0.8 to 1.0, the surfaces flatten and converge, indicating that the fractional-order
solution approaches the classical integer-order profile, thereby confirming the consistency and accuracy of the proposed series method.

Quantitative error analysis for Example 2. Table 2 presents three error measures for the four-term STADM approximation
of the time-fractional BBMB equation with initial data V(x, 0) = sinx, evaluated at t = 0.20. The reported metrics include
the maximum absolute error max, |E(x, t)|, the L? error norm || E||2, and the root-mean-square (RMS) error. The approximate
STADM solution is compared with the exact integer-order reference solution sin(x — t), corresponding to oo = 1. As observed,
the errors systematically decrease as the fractional order o increases, attaining their minimum values at a = 1. This trend
confirms that the four-term STADM series converges rapidly to the classical (integer-order) solution and yields highly accurate
approximations for fractional orders a close to 1.

3.3. Example 3

Take into consideration the time- and space-fractional BBMBurger equation:

oS VRN & VARG o VARG V) Py
5 " a05i " o t o TVawE =0 0O<a<1l 0<B<1, (62)

along with the initial condition V(x, 0) = x°.
After applying the ST to both sides and then IST, the equation can be rearranged (using the initial condition) as:

2 1 (u\® > —1[(u\® § “1(u\® —1f(u\* o
v s [(2) s (o)) + 8 7((8) (G2 - () sG] - s [(9) 058 @
Equivalently,
V=x +s—1[(g)a3(ﬁ)} +s—1[(g)aS(L2)} —3—1[(g)a5(L3)] —3—1[(5)QS(N)], (64)
where v 8%V )%
Sacer L e DTac
are the linear terms and 2y
N*VE)?

is the nonlinear term.
Assume a series solution V = >~ V; with the first term given by the initial condition,

Vo(x) = V(x,0) = x°.
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Now, the remaining terms of the series solution can be determined using the following recurrence relation:
Sovio= ()t [ ]| - () [t ]] -5 (5 S [ men ) 9
i=1 i=1 =1 i=1 i=1

The individual terms of the series solution can therefore be expressed as:

2
Vo = X5,

= () sa] s (4 steh] - () sea] = (2 5] - () st

o 4-p o
- Q) s(G=g)] - rarm@

where 5
R(X):2—2X—kox _5, kozw
Similarly,
(s s () s s ) se] s () s
Hence,
t2a71 t2a
V2 = @R(X)xx + m(p(x)v (66)
R(x)xx = —ko(4 — B)(3 — B)x* 7, R(x)x = —2 — ko(4 — B)x> ",
H(x) = 2kox* P — %X” — kX", B(x) = R(X)xx — R(x)x — H(x),
and 5 p)
ki = 2(4 — B)ko, kg:ko(m—f—ko), ks = ko(B” — 7B + 14).
Next. —1[ [ U\“® 1 —1[ [ U\©® 2 —1[ (UN\® 3 —1[ (U\®
vi=s|(5) s +s7(5) swp] - s(5) swh)] - s7(5) st (67)
Thus,
t3oc t3a71 t3o¢72 t3o¢ |—(1 + 20{)
Vs md)Q(X) + W(DS»(X) + mf()()xxxx - F(3a + 1) (l—(l ¥ O())2 ¢4(X),
where
d)Q(X) = /<4X4_Ql3 — /(5X5_2l3 — /(6X8_3[3 — k7X2_ﬁ + ksX_ﬁ + ngl_B, ¢3(X) = k10X4_2B + /(11X1_l3 — kng_ﬁ,
B _ B 2x1P kox*=2PT (5 — B)
ROer = koL = B)(4 ~ B)(3 ~ B)(2 ~ B, 0u() = F0) |~ poa— s — e Lo 2|
Finally,
kq = k2(6—2ﬁ)(5—2ﬁ)+k3(% +k0) ks = k2(6—2ﬁ)+k1(% +ko) ke = kz(% +ko> .
ki = ki(3 =) + 2ko, ks = ksB(2 — B). ko = k1(3 —B)(2 — B), kio = k2(6 — 2B)(5 — 28) + ko(4 — B)(3 —5)(% + ko) ,

k=B -B)(2-B)(k +k(4—B)) kiz=(2-B)(1-B) (ks + ko(4 — B)(3 - B)).

Figure 5 demonstrates the convergence behavior of the series solution for the TSFBBMB equation at t = 0.2 with 8 =1. It is
evident that as the fractional time-order parameter o increases from 0.6 to 1.0, the series approximations Vo + Vi, Vo + V1 + Vo,
and Vo + V1 + V> + Vs progressively converge toward one another. For smaller values of «, fractional effects are more prominent,
while for a — 1, the solution closely matches the classical integer-order case. This confirms that the proposed Sumudu-based
series solution converges rapidly and accurately with only four terms. Figure 6 illustrates the effect of the spatial fractional-order
parameter B on the series solution of the TSFBBMB equation for a fixed time-fractional order o = 1 and t = 0.2. The plots
show the successive approximations Vo 4+ Vi, Vo + V1 + V2, and Vo + V1 4+ Vo + V5 for several values of B ranging from 0.6
to 1.0. As (B increases, the influence of spatial fractional differentiation gradually diminishes, and the solutions approach the
classical integer-order case. For smaller 3 values, the diffusion and nonlinearity effects are stronger, producing slightly higher
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Convergence of the Series Solution 7'(x, 7) fort = 0.2
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Figure 5. Convergence of the series solution for the TSFBBMB equation at t = 0.2 and 8 = 1 for different values of a.

amplitudes. When 3 approaches 1, the fractional spatial effects vanish, and the series converges rapidly to the exact integer-order
BBMBurgers solution. This demonstrates that the proposed method effectively captures both fractional and classical behaviors
in a unified framework. The impact of the fractional order parameters o and 3 on the series solution has been demonstrated
through the 3D Figure (7) and Figure (8). These Figures depict the behavior of the solution when the fractional order parameters
a and B are varied, while keeping the number of series terms fixed at four. The 3D plot in Figure (7) illustrates how the solution
evolves with changes in a and 3, providing a comprehensive view of how these parameters influence the solutions convergence
and accuracy.

This approach is justified by the convergence results observed in the previous Figures, namely Figures (5) and (6). In those
figures, it was shown that the series solution converges well even with just four terms in the series. This convergence behavior
is critical because it suggests that the series solution provides a sufficiently accurate approximation of the true solution without
needing to include an excessive number of terms. By fixing the number of terms at four in Figures (7) and (8), we can clearly
observe the impact of a and 3 on the solution while maintaining the convergence that was already demonstrated in the earlier
figures. These figures reinforce the idea that four terms in the series solution are adequate for achieving convergence, making
them an effective tool for studying the impact of different fractional orders on the system. The analysis also highlights the
robustness of the series solution, showing that for the chosen values of a and 3, the convergence remains accurate and reliable
with just a few terms in the expansion. The 3D figure (7) and figure (8) were generated by fixing a = 1 while varying the
fractional values of B, and by fixing B = 1 while taking fractional values of a, respectively. These figures represent solutions of
the Time-Fractional Benjamin-Bona-Mahony (TFBBM) equation or the Space-Fractional BBM-Burgers (SFBBMB) equation.
In these cases, we explored the impact of varying one fractional parameter while keeping the other fixed, which allowed us
to observe the behavior of the solution for different fractional orders in a controlled manner. Now, Figure (9) offers a new
perspective by visualizing the series solution in a 3D plot where both o and 3 are set to fractional values. This figure extends the
analysis by considering the joint impact of both fractional order parameters on the solution. By allowing both a and 3 to vary, we
gain deeper insight into how the solution behaves in the presence of two fractional parameters, offering a more comprehensive
view of the solution space. This approach reflects a more realistic scenario, as both a and 3 can vary independently in real-world
applications of fractional-order differential equations. The 3D plot in Figure (9) illustrates how the solution evolves as both «
and B change. This allows us to better understand the combined effects of space and time fractional orders on the solution,
providing a richer understanding of the behavior of the fractional-order models. Such visualizations are crucial for capturing the
complex dynamics that arise when both fractional orders are involved, offering valuable insights into the nature of the solution
and the influence of these parameters on the overall system.

3.3.1. Error Analysis for Example 3 Table 3 presents the numerical error analysis of the four-term STADM series solution for
the time—space fractional BBM—Burger equation (62) at t = 0.1. The maximum error (max|E|), L2 norm, and root mean square
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Convergence of the Series Solution 7'(x, ) fora =1 and r = 0.2
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Figure 6. Impact of the spatial fractional-order 8 on the convergence of the series solution for « = 1 and t = 0.2.

Table 3. Error norms for the four-term STADM solution of the time—space fractional BBM—Burger equation (Example 3) at
t=0.1 with a =0.

a=0 max | E| [|E||2 RMS

0.60 1.233x10°! 2549x10°! 3.852x1072
0.70  9.750x1072 1.981x107! 2.941x1072
0.80 7.360x1072 1.564x107! 2.323x1072
0.85 5.981x1072 1.328x107! 1.973x1072
0.90 4.627x107% 1.053x107! 1.579x1072
0.95 3.258x1072 8.270x1072 1.234x1072
1.00 1.945x1072 4.999x1072 7.604x107°

(RMS) error are computed with respect to the exact analytical solution

Vexact(xy t) - X2e—t'

for several fractional orders o = (3. The results demonstrate that all three error measures decrease monotonically as a (and 3)
approach 1, verifying the strong convergence of the Shehu Transform Adomian Decomposition Method (STADM) toward the
classical integer-order solution.

As observed from Table 3, the maximum error decreases from 1.23 x 10 fora =3 =0.6t0 1.95x 10 2 ata =8 =1.0. A
similar reduction trend is seen for both L, and RMS errors, confirming the high accuracy and numerical stability of the STADM
approach. The convergence behavior indicates that as o and @ increase, the fractional-order model transitions smoothly to the
classical BBM—Burger limit, where the series solution aligns almost exactly with the analytical form. This validates that the
proposed method provides a reliable and computationally efficient tool for solving time—space fractional nonlinear equations with
strong convergence properties.
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Figure 7. 3D plot for four terms series solution for different values of o, but 8 = 1.

4. Conclusion

In this study, we employed the Shehu Transform Adomian Decomposition Method (STADM) to obtain analytical series
solutions for three important nonlinear fractional models: the time-fractional Benjamin—Bona—Mahony (TFBBM) equation, the
time-fractional Benjamin—Bona—Mahony—Burgers (TFBBMB) equation, and the time—and—space fractional Benjamin—Bona—
Mahony—Burgers (TSFBBMB) equation. The combined use of the Shehu Transform (ST) and the Adomian Decomposition
Method (ADM) enabled the derivation of rapidly convergent analytical approximations without requiring linearization,
discretization, or perturbation assumptions. A four-term series approximation was derived for each model, and convergence
was verified across a wide range of fractional orders. All symbolic computations were carried out using Mathematica, while
numerical visualization and convergence analyses were generated using MATLAB R2023a.

The findings reveal that the four-term STADM series provides highly accurate approximations for all considered fractional
models, exhibiting strong convergence for a broad range of fractional parameters. In particular, effective convergence was
observed for a, B > 0.6, demonstrating the robustness and reliability of the STADM framework. A notable observation was that,
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Figure 8. 3D plot for four term series solution for different values of 3, but o« = 1.

for constant time values, the series solutions for the BBM and BBMB equations tend to overlap significantly as the fractional
parameters a and G approach unity. For the time-fractional BBM equation, the analytical series solution closely matches the
exact integer-order solution when o > 0.75, confirming both the accuracy and consistency of the method. Error analyses,
including maximum, Lo, and RMS norms, further confirmed that all errors decrease monotonically with increasing fractional
orders, validating the convergence and numerical stability of the proposed approach.

The influence of the fractional-order parameters on the system dynamics was illustrated through both two-dimensional
and three-dimensional graphical analyses. As a and B decrease, the system exhibits pronounced memory and hereditary
effectscharacteristic of fractional-order modelsthereby capturing more realistic physical behaviors such as damping, diffusion,
and delayed response in nonlinear dispersive systems.

Overall, the present analysis demonstrates that the STADM provides an efficient, accurate, and computationally stable
framework for solving nonlinear fractional partial differential equations. Its primary advantages include excellent convergence
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Figure 9. 3D plot for four term series solution for different values of B and a.

characteristics, high numerical stability, and strong applicability to systems governed by memory and nonlocal effects.
Nevertheless, certain limitations persist, such as the computational cost associated with higher-order fractional derivatives and
the dependence on well-defined initial and boundary conditions. Future research directions may include extending the STADM
approach to more complex nonlinear fractional systemsparticularly those involving mixed or variable boundary conditions, coupled
equations, or higher spatial dimensions. Enhancing computational efficiency for high-order derivatives and integrating machine
learning techniques for optimal parameter estimation may further improve its applicability to real-time environmental, geophysical,
and engineering problems. Furthermore, exploring the STADM framework in multidisciplinary areas such as finance, biophysics,
and materials science could broaden its relevance, as fractional-order models continue to play a vital role in capturing hereditary
and nonlocal phenomena in complex dynamical systems.

4.1. Overview of the Article

The remainder of this article is organized as follows. Section 1 introduces the fundamental definitions and mathematical tools
required for the analysis, including the Shehu Transform (ST), its inverse, and the Caputo fractional derivative. Section 2 presents
the formulation of the proposed Shehu Transform Adomian Decomposition Method (STADM) and outlines its implementation
procedure for fractional-order nonlinear differential equations. In Section 3, the method is applied to two representative models: (i)
the time-fractional Benjamin—Bona—Mahony (BBM) equation, and (ii) the time—and—space fractional Benjamin—Bona—Mahony—
Burgers (BBMB) equation. For each case, the analytical derivation of the series solution and the corresponding convergence
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analysis are discussed in detail and in same sections provides the numerical evaluation and graphical interpretation of the results,
demonstrating the convergence behavior and the influence of fractional parameters on system dynamics. Finally, Section 4
summarizes the main findings, highlights the accuracy and efficiency of the proposed STADM approach, and outlines potential
directions for future research in fractional dynamics and wave propagation modeling.
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