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A new rational Legendre neural network for
solving the Blasius equation
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In this paper, we present a novel artificial neural network framework for solving the Blasius equation, a nonlinear ordinary
differential equation defined on a semi-infinite domain. Our experiments revealed that traditional activation functions, such
as Tanh and ReLU, did not produce satisfactory results. To address this, we employed custom activation functions based
on Rational Legendre polynomials, which demonstrated superior performance in approximating the solution. The results
highlight the effectiveness and potential of this approach, offering a valuable contribution to the scientific community for
addressing similar nonlinear differential equations. Copyright c⃝ 2025 Shahid Beheshti University.
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1. Introduction

The Blasius equation is a fundamental equation in fluid mechanics that describes the laminar, two-dimensional flow of an
incompressible viscous fluid over a flat surface. While much of the boundary layer may consist of turbulent regions with eddies
and fluctuations in flow parameters, the Blasius equation specifically arises from boundary layer theory, developed in the early 20th
century to analyze fluid behavior near solid boundaries.

The FalknerSkan equation, a nonlinear differential equation in fluid dynamics introduced by Falkner and Skan, represents a
broader class of equations derived from the NavierStokes equations. These equations are used to analyze boundary-layer flows
under specific conditions, typically for two-dimensional, steady flows over surfaces with defined shapes[32].

The Blasius equation is a special case of the FalknerSkan equations and remains one of the key equations in fluid mechanics
for describing boundary-layer flows near solid surfaces.

1.1. Form of the Blasius equation

By applying scaling arguments to the Navier–Stokes equations, many terms can be shown to be negligible under specific conditions,
leading to the simplified boundary layer equations. In fluid dynamics, the boundary layer forming near a flat plate with fluid moving
over it can be described using boundary layer conditions and corresponding initial conditions [19, 22, 39].
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The flat plate problem is subject to the following conditions:
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u(0, y) = u∞, (3)
u(x, ∞) = u∞,

u(x, 0) = v(x, 0) = 0.

Introducing the dimensionless similarity variable η and performing further manipulations [32] yields the following form:

f ′′′(η) + 1
2f(η)f ′′(η) + β

[
1 − f ′2(η)

]
= 0, η ∈ (0, ∞) (4)

The conditions are as follows:

f(0) = f ′(0) = 0, f ′(∞) = 1. (5)

For a simplified form, the Blasius equation can also be expressed as:

f ′′′(η) + 1
2f(η)f ′′(η) = 0, η ∈ (0, ∞). (6)

With conditions identical to those stated in Eq. (5).
In Eq.(4), the nonlinear term reflects the effects of friction in the boundary layer and is applicable under certain turbulent

conditions. However, in this paper, we focus on the standard form of the Blasius equation (Eq.(6)), which is valid for steady flows
in smooth boundary layers.

2. Related Works

Various approaches have been proposed to solve problems on infinite domains[3, 6, 43]. Among these, spectral methods are
particularly well-regarded [1, 20, 36, 44]. Boyd [9] investigated some of these spectral methods on semi-infinite domains, Guo
[15, 16] employed Jacobi and Gegenbauer collocation, and Shen [23] studied Hermite spectral methods.

On unbounded intervals, numerous numerical methods have been used [18, 22, 24, 40, 46]. In recent years, artificial neural
networks have gained traction for solving differential equations owing to their convergence properties and fast runtime. By the
universal approximation theorem, neural networks can approximate any continuous function to an arbitrary level of precision [32].
Since the late 1990s, machine learning techniques have been employed to solve differential equations [13, 21, 28], and hybrid
methods combining machine learning with optimization have been applied to higher-order ODEs [29, 35, 47]. Researchers have
also adopted neural networks for specific differential equation problems [10, 28, 34, 41]. In studies [25, 26], researchers integrated
context-free grammars with deep reinforcement learning networks and genetic programming to analytically solve the Blasius
equation and other nonlinear equations. Additionally, in [27, 11, 8, 12], these types of equations were applied to various artificial
intelligence algorithms, including neural networks and meta-heuristic algorithms.

The authors in [30, 31, 42, 7] have pioneered the use of neural networks and deep neural networks to solve differential equations
on unbounded domains. Gao [14] utilized convolutional neural networks for parameterized steady-state PDEs on irregular domains.

Least-squares support vector regression (LS-SVR) is another powerful machine learning technique that has been successfully
used to tackle nonlinear differential equations. This method has been extensively applied to address engineering problems and other
complex challenges in [5, 33, 37, 38]. In this paper, we employ fractional Legendre polynomials as activation functions in neural
networks to approximate the solution of the Blasius equation.

3. Backgrounds

Legendre polynomials constitute a classical family of orthogonal polynomials that arise as solutions to Legendres differential
equation. Their orthogonality and recurrence properties make them indispensable in various fields, including potential theory,
approximation theory, and numerical analysis [2, 45].

The recursive formula of the Legendre polynomials is as follows:

Pn+1(x) = 2n + 1
n + 1 xPn(x) − n

n + 1Pn−1(x), n > 1, (7)

The initial conditions are as follows:

P0(x) = 1 , P1(x) = x. (8)
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Table 1 lists the expressions for the first nine Legendre polynomials, which form the foundation of many spectral and numerical
methods.

Table 1. Legendre Polynomials.

n Pn(x)
0 1
1 x

2 1
2 (3x2 − 1)

3 1
2 (5x3 − 3x)

4 1
8 (35x4 − 30x2 + 3)

5 1
8 (63x5 − 70x3 + 15x)

6 1
16 (231x6 − 315x4 + 105x2 − 5)

7 1
16 (429x7 − 693x5 + 315x3 − 35x)

8 1
16 (6435x8 − 12012x6 + 6930x4 − 1260x2 + 35)

For many applications, especially those involving differential equations on unbounded domains, it is advantageous to map the
infinite domain to a finite interval. A common mapping is to substitute x with x−L

x+L
, where L ∈ R. This transformation leads

to the construction of Rational Legendre polynomials, which inherit many of the favorable properties of the classical Legendre
polynomials while being better suited for approximating functions on semi-infinite domains [17]. Table 2 presents the first nine
Rational Legendre polynomials derived from this transformation.

Table 2. Rational Legendre Polynomials.

n Rn(x) = Pn

(
x−L
x+L

)
0 1

1 x−L
x+L

2 1
2
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3
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(
x−L
x+L

)4
− 30

(
x−L
x+L

)2
+ 3

)
5 1
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6 1
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7 1
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(
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(
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8 1
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(
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4. Methodology

In this section, we describe the core architecture of our proposed neural network approach and outline the training procedure used
to solve the target boundary-value problem. The implementation is based on the PyTorch framework, and we experimented with
multiple optimization strategies (e.g., Adam, SGD, etc.) to evaluate both convergence speed and solution accuracy. Empirical
tests revealed that Adam provides a balanced trade-off between rapid convergence and model performance, making it our primary
choice.Finally, the codes modular design makes it easy to add custom loss functions and specific boundary conditions.

4.1. Rational Legendre Neural Network

The architecture of our network consists of 5 layers, described as follows:

• One input layer with 1 neuron,
• Two hidden layers (h1 and h2) with 9 neurons each, using the Tanh activation function,
• One hidden layer (h3) with 9 neurons, employing a custom Rational Legendre activation function,
• One output layer with 1 neuron.
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Figure 1. The structure of feed-forward neural network.

We chose the Tanh activation function for all neurons in the first two hidden layers for the following reasons:

1. Nonlinearity: Nonlinear differential equations inherently require nonlinear modeling. The Tanh function, being a nonlinear
activation function, enables the neural network to effectively learn complex and nonlinear patterns.

2. Domain Constraint: The Tanh function outputs values constrained to the range [ -1 , 1 ] , which helps stabilize the network
during training.

3. Differentiability: The Tanh function has continuous and easily computable derivatives, a crucial property for optimization
algorithms like backpropagation.

Rational Legendre polynomials are employed as activation functions in the third hidden layer to leverage their ability to
approximate functions over semi-infinite domains. Each polynomial is assigned to a single neuron. Specifically, the first neuron uses
the first Rational Legendre polynomial, the second neuron uses the second Rational Legendre polynomial, and so on, up to the
ninth neuron, which uses the ninth Rational Legendre polynomial.

After defining an appropriate loss function and employing the Adam optimizer, we trained the network for a specified number
of epochs (e.g., 20,000). This framework facilitates a rapid and accurate approximation of the Blasius solution.

4.2. Parameter Tuning and Implementation Details

In practice, we followed these steps to obtain the solution:

1. Data Preparation: We generated (or used) a small set of reference data points for the Blasius solution, which were then
loaded in batches during training. These data points primarily guided the network to match known solution values at selected
locations.

2. Architecture Setup: As outlined earlier, the network consists of four layers:

• One input layer (1 neuron),
• Two hidden layers (h1 and h2), each with 9 neurons and Tanh activation,
• One hidden layer (h3) with 9 neurons, where each neuron employs a different Rational Legendre polynomial as its

activation function,
• One output layer (1 neuron), incorporating an additional constant shift (denoted as +1.0 in Figure 1). Without this

constant shift, the model tends to converge to zero to minimize the residual and initial losses. To prevent this undesired
behavior and ensure a more meaningful solution, we introduce a +1 constant shift to the output of the network.

3. Differential Equation Residual: In addition to fitting the known data points, we minimized the residual of the Blasius
differential equation:

f ′′′(η) + 1
2f(η)f ′′(η) = 0,

subject to the conditions f(0) = 0, f ′(0) = 0, and f ′(∞) ≈ 0.99. This ensures that the network’s output aligns with both
the available data and the governing physical model.

4. Parameter Tuning:

• Number of Layers and Neurons: We experimented with various architectures and found that three hidden layers with
9 neurons each provided an optimal balance between accuracy and computational efficiency.
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• The Role of L in Rational Legendre Polynomials: The parameter L in the transformation
(

x−L
x+L

)
dictates how the

semi-infinite domain is mapped to a finite interval and influences the polynomial’s behavior. After testing different
values (L = 1 to 4), we found that L = 4 resulted in the most accurate approximation of the Blasius solution. Larger
values of L generally improved the solution’s accuracy by extending the range where the polynomials effectively capture
the function behavior, enhancing alignment with conditions and training data.

4.3. Loss Function and Training

In order to solve the Blasius equation, we consider two main components in our total loss:
1. Residual Loss (Lossres): Ensures that the network output f̂(η) satisfies the differential equation

f ′′′(η) + 1
2f(η)f ′′(η) = 0.

In practice, we sample points {ηi} and enforce the ODE residual as follows:

Lossres =
n∑

i=1

(
f̂ ′′′(ηi) + 1

2 f̂(ηi)f̂ ′′(ηi)
)2

.
2. Conditions Losses (LossCs): We impose the conditions f(0) = 0, f ′(0) = 0, and f ′(∞) = 1. These appear as mean-squared

constraints, such as:
LossCs =

(
f(0)

)2 +
(
f ′(0)

)2 +
(
f ′(∞) − 1

)2
.

In this study, to handle the infinity condition in
(
f ′(∞) − 1

)2, we have used a very large number α in the PyTorch package.
Therefore, instead of

(
f ′(∞) − 1

)2, we have used
(
f ′(α) − 1

)2 in the construction of the loss function. Hence, the total loss
Losstotal can be written as:

Losstotal = λ1Lossres + λ2 LossCs

where λ1 and λ2 are weighting coefficients that balance the ODE residual and conditions loss. In this stydy, parameter λ1 and λ2

are introduced to balance these different loss terms, which may have varying magnitudes or importance depending on the problem.
Without proper weighting, one term could dominate the optimization process, leading to poor convergence or solutions that violate
certain physical constraints.

5. Results

In this section, numerical results are presented for solving the Blasius equation using the method described in Section 4.1, which
has been implemented with the PyTorch library in Python. We compare the values of f(η), f ′(η), and f ′′(η) for various η with
those obtained by other methods.

Table 3. Comparison of f ′′(0) between the present method and various methods

Number of layers Present method Pakniyat [32] Parand [39] Howarth [19] Rafael [40] LCDNN [4] LDNN [4]
[1, 9, 9, 9, 1] 0.332057102 0.332057335 0.33206 0.33206 0.33206 0.3320590 0.3321312

Table 4. Comparison of f(η) values between the present method and various methods

η Present Pakniyat [32] Parand [39] Howarth [19] Rafael [40]
1.0 0.17191576 0.16541105 0.1655731 0.16557 0.16557
2.0 0.65599083 0.64967773 0.6500351 0.65002 0.65003
3.0 1.39814352 1.39647618 1.3968254 1.39681 1.39682
4.0 2.29890894 2.30574561 2.3057619 2.30575 2.30576
5.0 3.26717567 3.28384346 3.2832913 3.28327 3.28330
6.0 4.25438499 4.28098773 4.2796473 4.27962 4.27965

Table 5. Comparison of f ′(η) values between the present method and various methods

η Present Pakniyat [32] Parand [39] Howarth [19] Rafael [40]
1.0 0.33214044 0.329566712 0.3297956 0.32979 0.32978
2.0 0.62707352 0.629571785 0.6297737 0.62977 0.62977
3.0 0.83942985 0.846109525 0.8460586 0.84605 0.84605
4.0 0.94632434 0.956103098 0.9555253 0.95552 0.95552
5.0 0.98240298 0.992407319 0.9915583 0.99155 0.99155
6.0 0.98969644 0.999894820 0.9989882 0.99898 0.99898
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Table 6. Comparison of f ′′(η) values between the present method and various methods

η Present Pakniyat [32] Parand [39] Howarth [19] Rafael [40]
0.0 0.33176034 0.332057102 0.332057335 0.33206 0.33206
1.0 0.31695914 0.322884293 0.3230174 0.32301 0.32301
2.0 0.26285910 0.266958108 0.2667514 0.26675 0.26675
3.0 0.15745177 0.161256399 0.1613615 0.16136 0.16136
4.0 0.06335017 0.063990964 0.0642426 0.06424 0.06423
5.0 0.01621076 0.016547122 0.0159142 0.01591 0.01591
6.0 0.00190105 0.003129914 0.0024067 0.00240 0.00240

Figure 2. A comparison of the values of f(η) obtained using the present method with those reported by other researchers, including Pakniyat [32], Parand [39],
Howarth [19], and Rafael [40]..

Figure 3. A comparison of the values of f ′(η) obtained using the present method with those reported by other researchers, including Pakniyat [32], Parand [39],
Howarth [19], and Rafael [40]..
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Figure 4. A comparison of the values of f ′′(η) obtained using the present method with those reported by other researchers, including Pakniyat [32], Parand [39],
Howarth [19], and Rafael [40]..

6. Conclusions

In this paper, we proposed a novel approach for solving the Blasius equation, utilizing Rational Legendre polynomials as activation
functions in a neural network framework. The primary contribution of this work lies in the ability to handle semi-infinite domains
effectively while achieving high accuracy and rapid convergence. By integrating Rational Legendre polynomials into the network
architecture, we demonstrated a significant improvement over traditional methods.

The numerical results presented in this paper confirm the effectiveness of the proposed method. Our framework not only
satisfies the conditions of the Blasius equation but also yields results that are highly comparable to those obtained by other
advanced methods. Additionally, incorporating Tanh activation functions in the initial layers ensures the stability and nonlinearity
necessary for solving complex differential equations.

PINNs have shown considerable potential for tackling both forward and inverse problems related to differential equations, yet
they face notable limitations. A key difficulty lies in the extensive tuning of hyperparameters, especially in intricate, high-dimensional
scenarios, where suboptimal settings can make training computationally costly. Additionally, their effectiveness in inverse problems
heavily depends on access to high-quality training data, and performance may suffer when confronted with noisy or partial datasets.
Looking ahead, research should prioritize enhancing training efficiency by adopting advanced optimization methods, such as dynamic
learning rate adjustments or meta-learning techniques. Creating hybrid approaches that combine PINNs with conventional numerical
solvers or multi-fidelity frameworks could improve their precision and adaptability. Moreover, investigating more resilient network
designs could address these limitations.
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